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Generative Artificial Intelligence Acceptance Scale: A Validity and Reliability 
Study

Fatma Gizem Karaoglan Yilmaza , Ramazan Yilmaza , and Mehmet Ceylanb 

aDepartment of Computer Technology & Information Systems, Faculty of Science, Bartin University, Bartin, Turkey; bDepartment of 
Communication Coordination, Bartin University, Bartin, Turkey 

ABSTRACT 
The purpose of this study is to formulate an acceptance scale grounded in the Unified Theory of 
Acceptance and Use of Technology (UTAUT) model. The scale is designed to scrutinize students’ 
acceptance of generative artificial intelligence (AI) applications. This tool assesses students’ accept-
ance levels toward generative AI applications. The scale development study was conducted in 
three phases, encompassing 627 university students from various faculties who have utilized gen-
erative AI tools such as ChatGPT during the 2022–2023 academic year. To evaluate the face and 
content validity of the scale, input was sought from professionals with expertise in the field. The 
initial sample group (n ¼ 338) underwent exploratory factor analysis (EFA) to explore the underly-
ing factors, while the subsequent sample group (n ¼ 250) underwent confirmatory factor analysis 
(CFA) for the verification of factor structure. Later, it was seen that four factors comprising 20 
items accounted for 78.349% of total variance due to EFA. CFA results confirmed that structure of 
the scale, featuring 20 items and four factors (performance expectancy, effort expectancy, facilitat-
ing conditions, and social influence), was compatible with the obtained data. Reliability analysis 
yielded Cronbach’s alpha coefficient of 0.97, and the test–retest method demonstrated a reliability 
coefficient of 0.95. To evaluate the discriminative power of the items, a comparative analysis was 
conducted between the lower 27% and upper 27% of participants, with subsequent calculation of 
corrected item-total correlations. The results demonstrate that the generative AI acceptance scale 
exhibits robust validity and reliability, thus affirming its effectiveness as a robust measurement 
instrument.
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1. Introduction

Artificial intelligence (AI), a rapidly developing technology 
in recent years, has made significant contributions to many 
fields. AI pertains to the capability of computer systems or 
machines to carry out tasks that typically demand human 
intelligence (Kaplan & Haenlein, 2019). AI technologies are 
developed to emulate essential aspects of human cognition, 
such as reasoning, learning, perception, and problem-solving 
(Lieto et al., 2018; Tegmark, 2018). Through the application 
of algorithms and statistical models, AI systems analyze and 
interpret complex datasets, learning from experience and 
adapting their actions accordingly (Ghahramani, 2015; 
Mitchell, 2019). One of the most significant benefits of this 
technology is that it offers solutions to problems in different 
areas of society. AI is used in many areas of our lives, facili-
tating and improving people’s lives. Education is one of the 
areas where innovative applications of AI are used.

AI in education is a fast-developing field with great 
potential to transform learning and teaching processes 
(Hwang et al., 2020; Yilmaz et al., 2022). AI aims to yield 
personalized, adaptive, and effective learning experiences for 
students in education and supports teachers with data- 

driven insights and automated management tasks (Hwang & 
Tu, 2021; Raffaghelli et al., 2022). AI in education is devel-
oping rapidly, especially in higher education, with the devel-
opments in educational data mining and learning analytics 
(Yilmaz et al., 2022). AI applications provide many advan-
tages, such as making educational processes more effective, 
efficient, and attractive, increasing the success levels of stu-
dents with personalized learning applications, and reducing 
teachers’ workload and seeing them as potential facilitators. 
AI, in educational settings, can be utilized for several pur-
poses, such as analyzing data on student performance and 
behavior, providing personalized recommendations for 
learning materials and activities, developing intelligent learn-
ing systems, and automating grading and assessment (Chen 
et al., 2020; Ouyang & Jiao, 2021; Roll & Wylie, 2016). AI 
incorporates the application of advanced technologies like 
machine learning, deep learning, natural language processing 
(NLP), computer vision, expert systems, learning analytics, 
and robotics to elevate the quality of teaching and learning 
processes. Generative AI applications are one of the technol-
ogies used recently.
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Today, with the escalating adoption of technology, gen-
erative AI applications are more favored in education. 
However, the integration of generative AI in education is 
closely linked to student technology acceptance (Baytak, 
2023; Prasad Agrawal, 2023). The Unified Theory of 
Acceptance and Use of Technology (UTAUT) model pro-
vides valuable insights into students’ attitudes and behav-
ioral intentions toward using generative AI tools in an 
educational context. For instance, students must find a gen-
erative AI application that is easy to use, as a user-friendly 
interface is anticipated to enhance students’ willingness to 
engage with such tools. The goal of this research is to for-
mulate a measurement instrument that unveils the accept-
ance status of generative AI applications among students, 
specifically within the realm of educational applications.

Studies have shown that the UTAUT model is an effect-
ive model for evaluating the acceptance of new technologies 
by users (Raffaghelli et al., 2022; Teng et al., 2022; Ustun 
et al., 2023). Therefore, development of a generative AI 
acceptance tool based on UTAUT model may provide 
important inferences on the evaluation of the acceptance of 
these technologies by users. A comprehensive analysis of the 
literature reveals, it is evident that the volume of research 
on utilization of generative AI in education is steadily grow-
ing (Yilmaz & Karaoglan Yilmaz, 2023a, 2023b). But it is 
seen that the existing research is mostly review articles. 
However, there is no research based on a theoretical basis, 
such as UTAUT model and examining students’ acceptance 
of generative AI. With the generative AI acceptance scale 
put forward as a result of research, students’ acceptance of 
these tools and applications can be examined. The study, in 
this respect, offers originality and novelty. Gaining insights 
into the factors influencing students’ acceptance status and 
implementing appropriate measures based on this under-
standing will yield valuable contributions to researchers, 
educators, and policymakers.

2. Background

2.1. Generative AI in education

As an AI method benefits especially in areas such as NLP 
and image processing (computer vision), generative AI is 
used to generate new data or content and allows a pre- 
trained model to generate new data making use of sample 
data (Harshvardhan et al., 2020; McKinsey, 2023; The New 
York Times, 2023). This type of AI is designed to acquire 
the ability to generate novel instances by leveraging input 
data. It can produce creative outputs with authentic charac-
teristics like natural language or imagery (World Economic 
Forum, 2023). Generative AI technology can be used in 
many ways. For example, a NLP model can write new 
articles or stories that look like real human writing. 
Likewise, an image processing model can produce realistic 
images or videos. Creative content can be produced in many 
areas, such as music, movies, games, and authoring, and 
works of art can be created via generative AI technology 
(MIT Technology Review, 2022a, 2022b). Researchers draw 
attention to the many potential benefits of using large 

language models in areas such as language learning. It is 
stated that AI has potential benefits especially in providing 
feedback and individualized learning (Jeon et al., 2023).

It can be said that generative AI has the potential to 
revolutionize education in many aspects. The discussion that 
follows outlines the possible applications of generative AI in 
the field of education.

The main areas of use of generative AI in education areas 
such as individualized learning and feedback, intelligent 
teaching practices, content and material development, meas-
urement and evaluation, knowledge and skill development, 
guidance and consultancy. The scope and diversity of usage 
can be expanded through the creative input of both teachers 
and students. Personalized learning and feedback: Generative 
AI can enable students to create customized learning envi-
ronments tailored to their needs. Customized content, mate-
rials, and environments can be generated by analyzing each 
student’s learning needs and individual differences (Baidoo- 
Anu & Ansah, 2023; Lo, 2023; Ruiz-Rojas et al., 2023). 
Intelligent tutoring: Generative AI can also facilitate the cre-
ation of intelligent teaching systems that offer real-time 
feedback and guidance, assisting students in mastering com-
plex subjects. These systems provide additional support, 
content, and materials as needed, adapting to the student’s 
progress. Moreover, they can generate exercises and quizzes 
suitable for the student’s proficiency level, delivering instant 
feedback and promoting comprehensive learning (Ahmed 
et al., 2023; Li et al., 2023; Yilmaz et al., 2022). Content and 
material creation: Moreover, it plays a pivotal role in 
creating content and materials by generating educational 
resources like e-books, videos, audio materials, images, pre-
sentations, quizzes, and interactive simulations. This saves 
educators time and resources and ensures the production of 
high-quality, engaging content (Cooper, 2023; K€uchemann 
et al., 2023; Li et al., 2023). Assessment and evaluation: It 
may aid in assessment and grading by automating consistent 
and objective evaluation of assignments and assessments, 
thereby alleviating the workload of educators (Fergus et al., 
2023; Lo, 2023). Knowledge and skills development: It can 
analyze student speech and writing, providing feedback that 
helps improve their language and writing skills (Kasneci 
et al., 2023; Shidiq, 2023). Guidance and counseling services: 
It can be used to make career recommendations for students 
based on their interests or goals by analyzing student per-
formance and offering feedback to teachers and counselors, 
assisting them in providing tailored guidance. It can even 
determine students’ intelligence levels, generating test results 
based on their interests and learning styles, enabling more 
suitable suggestions for students’ academic and career aspi-
rations (Akiba & Fraboni, 2023). Generative AI also proves 
valuable in tracking, evaluating, and creating personal devel-
opment plans for students. By monitoring student perform-
ance, these algorithms can identify challenges students face 
in educational settings. Accordingly, suggestions can be 
made to teachers and counselors to enhance students’ aca-
demic success. By analyzing student data, generative AI can 
identify students’ strengths and weaknesses, facilitating the 
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creation of personalized development plans (Yilmaz & 
Karaoglan Yilmaz, 2023a).

2.2. Technology acceptance for generative AI

Generative AI applications can change and redefine roles 
and responsibilities of students in education. Dissemination 
of these technologies can enable students to access more 
data, gain deeper insights into their learning processes, and 
facilitate more personalized learning experiences. How gen-
erative AI can be used in education largely depends on stu-
dents’ creativity. Hence, students’ acceptance and use of 
such technology play an essential role. This research aimed 
to explore the acceptance status of educational generative AI 
among students. Within the scope of the research, the 
UTAUT model is based on technology acceptance and use. 
Figure 1 displays the UTAUT model.

The UTAUT model is a theoretical model examining fac-
tors that affect acceptance and use of technology (Venkatesh 
et al., 2012). This model is especially made use of in busi-
ness and technology (Tamilmani et al., 2021). In education, 
it is also important that students and teachers accept and 
use educational technologies effectively. Research shows that 
this model is frequently used to understand and promote 
the use of technology in education (Teng et al., 2022; Ustun 
et al., 2023). The UTAUT model is used to examine various 

factors that affect technology acceptance. These factors 
include performance expectancy, effort expectancy, facilitat-
ing conditions, and social influence (Venkatesh et al., 2012). 
In education, these factors can be used to understand stu-
dent and teacher behavior toward technology (Almaiah 
et al., 2019; Altalhi, 2021; Raffaghelli et al., 2022). 
Performance expectancy pertains to what users expect from 
technology usage and aim at doing with it (Venkatesh et al., 
2003, 2012). For current explore, it can be described as 
extent to which students perceive that utilizing generative 
AI will lead to enhanced academic performance. Effort 
expectancy is perception of user’s effort to use the technol-
ogy (Venkatesh et al., 2003; Wang & Wang, 2010). In the 
context of this research, effort expectancy can be construed 
as the anticipation that students’ interaction with generative 
AI will involve both physical and mental exertion, essentially 
capturing the ease of use for generative AI. Facilitating con-
ditions refer to the factors that enhance the usability of tech-
nology (Venkatesh et al. 2003, 2012). Within the framework 
of current research, facilitating conditions refer to how stu-
dents perceive the organizational and technical infrastructure 
in place to support their effective utilization of generative AI 
in the context of learning. Social influence encompasses 
other people’s attitudes and pressures toward using technol-
ogy (Venkatesh et al., 2003, 2012). In current research, social 
influence pertains to students’ perceptions of the 

Figure 1. Displays the UTAUT model.
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expectations from significant individuals (e.g., teachers, 
peers) regarding their adoption of generative AI in their aca-
demic work.

The UTAUT model acknowledges that, alongside the fac-
tors above, the characteristics of the technology, user demo-
graphics, and cultural aspects also influence the intention to 
accept and utilize technology. The model further emphasizes 
the interactions and relationships between these factors. 
With its comprehensive coverage of technology adoption 
and use factors, the UTAUT model finds applicability across 
various industries and sectors. It is commonly used to gain 
insights into users’ acceptance and utilization of technology, 
particularly in technology development and marketing. 
Considering these attributes, the UTAUT model was 
adopted to examine students’ acceptance of generative AI 
for educational purposes. The UTAUT model is typically 
used to investigate factors that influence users’ acceptance of 
certain technologies. However, the UTAUT model presents 
a draft structure (Strzelecki, 2023). In this research, the 
items in the factors of UTAUT model were structured by 
considering educational uses of generative AI tools and 
applications. Therefore, the research differs from standard 
UTAUT model applications. Another point where our 
research differs from standard practices is that the accept-
ance of generative AI applications by students will be exam-
ined. Education has special requirements compared to other 
sectors, so understanding the acceptance of generative AI 
tools used in education is important for educational practice. 
As a result, the model developed within the scope of the 
research differs from the standard model applications by 
structuring the items under the factors in the UTAUT 
model by considering generative AI tools and applications 
and student use.

Examination of pertinent research reveals that numerous 
studies have been conducted on the acceptance of AI in 
education. Within the purview of these studies, it is evident 
that multiple research initiatives have been implemented, 
particularly concentrating on surveillance and security (Park 
& Jones-Jang, 2022), smart products and marketing (Sohn & 
Kwon, 2020), accounting applications (V�arzaru, 2022), psy-
cho-social factors (Kelly et al., 2023), and health sciences 
(Sallam et al., 2023). However, considering the great devel-
opments in generative AI technology in the last one or two 
years, it is understood that new research is needed on the 
educational acceptance of generative AI tools and applica-
tions by students. Strzelecki (2023) developed a model that 
examines the predictors of ChatGPT adoption and use 
among higher education students. The relationships between 
the constructs in the model (performance expectancy, effort 
expectancy, social influence, facilitating conditions, hedonic 
motivation, habit, personal innovativeness, behavioral inten-
tion, and use behavior) were examined within the scope of 
the research. Yilmaz et al. (2023) examined the ChatGPT 
perceptions of students in science and math education pro-
grams within the framework of technology acceptance 
model. In these studies, it is seen that the acceptance status 
of users for ChatGPT is examined. Researchers state that the 
acceptance status of other generative AI tools should also be 

examined in future studies. In our research, as different 
from these studies, we want to develop a measurement tool 
that can measure the acceptance status of students in 
Turkish culture for generative AI in general. At this point, 
our study differs from the existing studies and has a new 
and original value.

3. Methods

The primary aim of this study is to develop an instrument 
based on the UTAUT model to determine the generative AI 
acceptance of students for educational purposes. During the 
scale development, participants self-report using a Likert- 
type rating structure (Tezbaşaran, 1997). Following estab-
lished protocols, a Likert-type scale was designed within this 
study to measure the extent of students’ acceptance levels 
toward the utilization of generative AI in educational 
contexts.

3.1. Participants

The aim in this research is developing a measurement tool 
to identify users’ acceptance of generative AI for educational 
purposes. Consequently, the study participants were selected 
to include students with prior experience using generative 
AI applications, such as ChatGPT, for educational purposes. 
Participants for the study were selected through purposive 
sampling from a university in Turkey during spring semes-
ter of 2022–2023 academic year.

Purposeful sampling is a deliberate method employed by 
researchers enabling them to concentrate on a specific target 
to obtain data relevant to the research topic (Creswell, 
2012). It is particularly utilized when the research examines 
a particular subgroup or population of interest. This 
approach allows researchers to obtain more comprehensive 
and precise results (Buyukozturk et al., 2018). Compared to 
random sampling methods, purposeful sampling is more 
aligned with the research objectives and is thus more likely 
to yield accurate findings. However, it is crucial for 
researchers to be more aware and conscious of potential 
biases during the sampling to minimize them (Balci, 2001).

The present study employed the purposeful sampling 
approach by targeting university students using generative 
AI applications such as ChatGPT for educational purposes. 
The participants were recruited from various departments 
within the university where the research was conducted. A 
data collection tool was developed for students with prior 
experience using generative AI applications. Prior to engag-
ing in the data collection process, explicit informed consent 
was secured from all participants involved in the study. The 
questionnaire, consisting of two sections, was designed in 
electronic format and distributed to the participants via 
email. The first section comprehensively explained the 
research objectives and obtained voluntary participation 
consent. In contrast, the second section was accessible to 
those who granted their consent, and contained scale items 
based on the UTAUT model, which was employed within 
the scope of this study. While determining students to be 
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included in investigation, first, faculty members in the 
departments of each faculty and college of the university 
were interviewed. In the interview with the faculty members, 
it was tried to determine the departments where generative 
AI tools were used within the scope of the courses. Then, 
the researchers met with the students in the relevant depart-
ments online and gave information about the purpose of the 
research and data collection tool. Since the research was 
conducted on university students in Turkey, data collection 
tool was developed in Turkish. Students were told that they 
could voluntarily participate in the study. It was stated that 
students using generative AI tools such as ChatGPT should 
participate in the study. After the relevant explanations were 
made, the web-based measurement tool was sent to the stu-
dents via e-mail and they were asked to answer the data col-
lection tool. Students from the Faculty of Science, Faculty of 
Engineering, Architecture and Design, Faculty of Letters, 
Faculty of Education, Faculty of Sports Sciences, Faculty of 
Health Sciences, Faculty of Economics and Administrative 
Sciences, Faculty of Forestry, Faculty of Islamic Sciences, 
School of Foreign Languages, Vocational Schools and 
Institute of Graduate Studies participated in the study. In 
the research, it was tried to create diversity by reaching stu-
dents from different units. In this way, the acceptance status 
of the students can be revealed more realistically. When the 
students’ responses to the data collection tools were eval-
uated, it was seen that the most frequently used generative 
AI applications were ChatGPT, ChatPDF, Bard, DALL-E, 
Midjourney, DeepL, Bing AI, and the most widely used one 
was ChatGPT. It is seen that the age range of the students 
participating in the study varies between 17 and 55. The 
average age of the students was 22.07. Students state that 
they use generative AI tools on their smartphones at a rate 
of 55.3% and on their laptops at a rate of 41.6%. It is seen 
that there are various tools such as tablet computers in the 
remaining rate. When the frequency of students’ use of gen-
erative AI tools is examined, 15.3% stated that they use 
them every day, 30.3% several times a week, 7.2% once a 
week, and 29.2% several times a month. The remaining per-
centage used it less frequently. When the duration of stu-
dents’ use of generative AI tools is analyzed, it is seen that 
this period varies between 1 and 6 months.

This research involved three distinct groups of partici-
pants. The initial group comprised 338 students, including 
176 females and 162 males, from which the data were used 
for the exploratory factor analysis (EFA), while 250 students, 
127 females and 123 males, were involved in the second 
group. The data acquired from the second group underwent 
confirmatory factor analysis (CFA). Item analyses and com-
putation of Cronbach’s alpha reliability coefficients 
(N ¼ 588) were conducted in both groups. It is advised in 
the literature to conduct separate sample groups for CFA 
and EFA (Ilhan & Cetin, 2014). Hence, this study employed 
distinct participant groups to apply CFA and EFA to the 
acquired data. According to Kline (1994), it is recommended 
that the sample size in CFA and EFA should be approxi-
mately 10 times the number of items. Therefore, the sample 
size was kept above 200.

Taking into account, the cost considerations related to 
administering the educational generative AI acceptance scale 
repeatedly to the same participant group, test–retest reliabil-
ity was evaluated via data that a distinct and smaller third 
group provided. This approach allowed for examining the 
stability and consistency of the scale’s measurements over 
time while minimizing the resources required. The third 
group consisted of 39 students, comprising 22 females and 
17 males. These students were not included in the groups 
previously subjected to CFA and EFA. The participants were 
administered the scale for the first time, and subsequently, 
to assess test–retest reliability, same test was administered to 
these students on two separate occasions. There was a three- 
week interval between the administrations, and the data 
obtained from both instances were compared to evaluate the 
consistency and stability of the scale’s measurements over 
time. In test–retest reliability studies, it is stated that a bal-
ance should be found when choosing the time interval 
between measurements. Measurements made between very 
long intervals may not reflect the true reliability of the vari-
able because the performance of the participants may vary 
over time. On the other hand, measurements taken over 
very short periods of time may increase the learning effect 
of the test and misleadingly overestimate reliability. For this 
reason, it is stated that an average of three weeks is an ideal 
period (Buyukozturk et al., 2018). Therefore, a three-week 
period was taken as a basis for test–retest reliability within 
the scope of the study.

3.2. Scale

The investigators devised generative AI acceptance scale, 
incorporating four sub-dimensions based on the UTAUT 
model, which involve “performance expectancy”, “effort 
expectancy”, “facilitating conditions”, and “social influence”. 
An extensive literature review was conducted to construct 
the scale, and suitable items were formulated for each factor. 
Afterwards, the items were rearranged specifically for the 
generative AI acceptance scale tailored to educational con-
texts. As a result of the literature review, the draft items that 
could be included in the four sub-dimensions within the 
scope of the UTUAT model were reorganized for generative 
AI and then submitted to expert opinion. In line with the 
opinions of the experts (three educational technology 
experts, two language and expression experts, two measure-
ment and evaluation experts), some draft items were 
removed from the item pool. Some items were reorganized 
in line with expert opinions. Inappropriate items were 
removed after the analyses in the scale development stages 
conducted after the expert evaluation. In development pro-
cess, the scale comprised seven items for performance 
expectancy, five items for effort expectancy, three items for 
facilitating conditions, and five items for social influence. 
The reason why sub-dimensions of scale contain different 
numbers of items is due to the items eliminated in the sub- 
dimensions during the scale development process. The 
stages of scale development and each process performed in 
these stages are explained in detail in the following sections 
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of the article. The responses were of five levels, from 
“strongly agree” to “strongly disagree” in a Likert scale, 
based on which participants were asked to show to what 
extent they agreed or disagreed with the provided 
statements.

3.3. Procedure

The present study comprehensively evaluated the scale’s 
face, construct, and content validity. To ascertain face valid-
ity and content validity, expert opinions were sought from 
educational technologists and assessment-evaluation experts. 
Their perspectives and insights were utilized to assess the 
scale’s clarity, relevance, and comprehensiveness in relation 
to the study’s intended purpose and target population. Based 
on their expert input, one item from the dimensions of 
effort expectancy and facilitating conditions was revised, 
along with two items from each of the performance expect-
ancy and social influence dimensions. Subsequently, the 
scale underwent linguistic evaluation by English and Turkish 
linguistic experts. Following the revisions, a pilot study 
involving 22 students was conducted to receive feedback on 
the scale’s administration duration and item clarity. During 
a meeting, the students convened and shared their perspec-
tives on the intelligibility of the scale’s instructions and 
items, leading to required adjustments. The students’ time 
required for scale completion was determined by consider-
ing the average duration of the initial and final respondents. 
After collecting data from this specific group of participants, 
their responses were segregated from the primary dataset. 
The 20-item scale underwent meticulous refinement and 
revision based on the feedback and insights obtained from 
this group. The resulting refined version of the scale was 
deemed the final version to be administered to the main 
participants in the study.

3.4. Data analysis

To evaluate the scale’s psychometric properties, statistical 
analyses were conducted following its administration to the 
main participants. First, EFA was carried out for the data 
that initial group provided. Preceding conducting the EFA 
analysis, it is essential to ensure that the dataset fulfills the 
necessary prerequisites, such as the sample size requirement, 
as recommended in the literature (Cokluk et al., 2012). The 
participant group of 338 students meets the minimum sam-
ple size criterion for EFA. In order to determine the suit-
ability of the dataset for factor analysis, the Kaiser–Meyer– 
Olkin (KMO) measure and the Bartlett test were employed. 
Buyukozturk (2010) suggests that for the dataset to be suit-
able for factor analysis, the Bartlett test should yield a statis-
tically significant result, and the KMO value should be 
greater than 0.60. These statistical assessments were con-
ducted to ensure that the dataset met the necessary reliable 
and valid factor analysis criteria.

EFA encompasses various techniques, including weighted 
least squares and principal component analyses (PCAs) 
(Tabachnick & Fidell, 2007). These techniques within EFA 

allow for a comprehensive analysis of the underlying fac-
tors and their relationships within the dataset. These 
diverse methods within EFA enable a comprehensive 
exploration of underlying factors and their relationships 
within the analyzed data. These diverse methods allow for 
comprehensive exploration and extraction of underlying 
factors within the data. Of these techniques, PCA is widely 
acknowledged as the most robust method in terms of psy-
chometrics (Stevens, 1996). Similarly, Akbulut (2010) rec-
ommends PCA as the preferred method for factorization. 
In current examination, the factor analysis was performed 
utilizing PCA method. PCA is a widely used technique in 
factor analysis that helps identify the underlying factors 
and their respective contributions to the observed variables. 
This study aimed to uncover the latent factors and under-
stand their relationships within the measured variables by 
employing the PCA method.

To ensure the inclusion of items in the scale, the criterion 
that each factor should have a factor loading greater than 
0.30 was taken into account (Pallant, 2005). Additionally, 
the measured variables’ commonality values (h2) play a sig-
nificant role in item retention. Items with low common vari-
ance should be eliminated from measurement instrument. In 
this study, a cut-off value of 0.20, as Tabachnick and Fidell 
(2007) recommended, was employed as the minimum 
threshold for common variance. Therefore, the analysis in 
this study was performed with a cut-off value of 0.20.

CFA was performed to validate measurement model and 
support EFA results. Furthermore, standardized values and 
various fit indices (such as IFI, GFI, TLI, NFI, SRMR, CFI, 
RMSEA, and Chi-square goodness of fit test) were exam-
ined as literature suggests (Byrne, 2010; Hu & Bentler, 
1999). The inclusion of these fit indices allows for a com-
prehensive evaluation of how well the model fits the data. 
In order to meet the sample size criteria for CFA, as 
advised by Hair et al. (1979) and Kline (1994), a total of 
250 student were included in the study. Two methods were 
employed to ensure reliability of measurements obtained 
from generative AI acceptance scale: test–retest reliability 
and Cronbach’s alpha. Test–retest reliability involved 
administering the scale to the participants on two separate 
occasions, with a time interval of three weeks, to assess the 
consistency of their responses over time. Cronbach’s alpha 
was computed to evaluate internal consistency of scale. 
Furthermore, calculation of the corrected item-total corre-
lations and comparison of responses of upper 27% and 
lower 27% of contributors helped examine the discrimina-
tive power of items. This analysis helped determine how 
well each item differentiated between participants with 
high and low acceptance levels. The statistical analyses, 
including test–retest reliability, Cronbach’s alpha, construct 
validity, item analysis, and EFA, were conducted using 
SPSS 24.0 software (SPSS Inc., Chicago, IL). Additionally, 
CFA calculations were performed using AMOS 22.0 soft-
ware package to validate structure of scale further. These 
software tools facilitated the comprehensive data analysis 
and provided robust statistical findings.
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4. Findings

4.1. Construct validity

4.1.1. EFA
The implementation of EFA involved use of data from ini-
tial group. KMO measure was employed to determine sam-
ple size requirement, and Bartlett’s test of sphericity was 
subsequently used to assess dataset’s suitability for factor 
analysis. Analysis found that an item exhibited a high factor 
loading in both the dimensions of social influence (0.558) 
and facilitating conditions (0.546), leading to its removal. As 
a result of a further EFA, it was revealed that another item 
demonstrated a high factor loading in both the social influ-
ence (0.490) and facilitating conditions (0.553) dimensions, 
prompting its elimination and subsequent repetition of the 
EFA. Following the EFA, the scale items were individually 
assigned to their respective dimensions, and the items in the 
scale were renumbered under one dimension. The KMO 
value for scale was computed as 0.949, and Bartlett’s test of 
sphericity yielded a significant result (v2(190) ¼ 6302.080, 
p ¼ 0.000), indicating dataset’s suitability for EFA. To eluci-
date factor pattern of scale, a PCA with varimax rotation 
was performed. The findings of EFA are given in Table 1.

Table 1 illustrates that all 20 items exhibit factor loadings 
exceeding 0.30. Moreover, each item in the scale surpasses 
the criterion of 0.20 for explained common factor variance. 
The first dimension, performance expectancy, consists of 
seven items with factor loadings ranging from 0.686 to 
0.815, accounting for 23.824% of the total variance. 
Comprising five items with factor loadings between 0.838 
and 0.875, the second dimension, social influence, explains 
22.335% of total variance. The third dimension, effort 
expectancy, explains 21.840% of variance and consists of five 
items with factor loadings 0.712. In closing, facilitating con-
ditions dimension contributes to 10.350% of variance and 
includes three items with factor loadings varying from 0.588 
to 0.851. Cumulative variance explained by scale amounts to 

78.349%, indicating its effectiveness in capturing the meas-
ured construct. Then, the EFA yielded a robust four-factor 
structure comprising a total of 20 items.

Average variance extracted (AVE) is a value that meas-
ures the similarity between the items of a factor. Fornell and 
Larcker (1981) recommended an AVE greater than 0.5. 
Here, the AVE value of all four factors is sufficient. 
Composite reliability (CR) is a value that measures the 
internal consistency of a factor. Fornell and Larcker (1981) 
recommended a CR value of 0.60 or more. Here, the CR 
value of all four factors is sufficient.

4.1.2. CFA
The data collected from second group of participants were 
employed to validate derived 20-item, four-factor structure 
obtained from the EFA. This validation process aimed to con-
firm the stability and consistency of the factor structure across 
different samples. CFA results yielded following fit indices for 
scale: v2 ¼ 2.113, CFI ¼ .97, GFI ¼ .88, IFI ¼ .97, TLI ¼ .97, 
RMSEA ¼ .067, and SRMR ¼ .0332. Table 2 presents the 
acceptable and perfect fit values except GFI (Hu & Bentler, 
1999). Even though GFI value is not within the acceptable 
limit values, it remains in close proximity to the acceptable val-
ues, and the other indices demonstrate a perfect fit. These find-
ings suggest that the four-factor model derived from the CFA 
exhibits acceptable goodness of fit.

The factor loadings for model resulting from the CFA are 
depicted in Figure 2. As depicted in Figure 2, factor loadings 
range from 0.84 to 0.93 for performance expectancy factor, 
between 0.88 and 0.95 for social influence factor, between 
0.87 and 0.95 for effort expectancy factor, and between 0.84 
and 0.89 for factor of facilitating conditions.

4.2. Reliability

Reliability of scale was determined using Cronbach’s 
alpha and test–retest methods. The calculated reliability 

Table 1. EFA results of generative AI acceptance scale.

Factors 1 2 3 4 H2 AVE CR

Performance expectancy Item 5 0.815 0.82 0.54 0.89
Item 6 0.764 0.74
Item 2 0.719 0.68
Item 7 0.717 0.71
Item 3 0.711 0.73
Item 4 0.704 0.63
Item 1 0.686 0.7

Social influence Item 17 0.875 0.87 0.74 0.93
Item 18 0.870 0.89
Item 16 0.853 0.84
Item 19 0.852 0.86
Item 20 0.838 0.82

Effort expectancy Item 10 0.859 0.86 0.66 0.91
Item 8 0.856 0.84
Item 9 0.816 0.84
Item 11 0.803 0.82
Item 12 0.712 0.72

Facilitating conditions Item 14 0.851 0.81 0.54 0.77
Item 15 0.734 0.8
Item 13 0.588 0.69
% eigenvalue (total ¼ 15.67) 4.765 4.467 4.368 2.070
% variance explained 

(total ¼ 78.349)
23.824 22.335 21.840 10.350
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coefficients, as shown in Table 3, surpass 0.70 threshold pro-
posed by Fraenkel et al. (2012), indicating the scale’s 
reliability.

When scrutinizing Table 3, it can be observed that 
Cronbach’s alpha and test–retest reliability values calculated 
for generative AI acceptance scale and dimensions are .87 

Table 2. Values of goodness of fit index.

Fit indices obtained Perfect fit Acceptable fit References

2.113 0 � v2/df � 3 3 < v2/df � 5 Kline (2005) and Sumer (2000)
CFI 0.97 0.95 � CFI � 1 0.90 � CFI < 0.95 Tabachnick and Fidell (2007)
GFI 0.88 0.95 � GFI � 1 0.90 � GFI < 0.95 Miles and Shevlin (2007) and Tabachnick and Fidell (2007)
IFI 0.97 0.95 � IFI � 1 0.90 � IFI < 0.95 Cokluk et al. (2012)
TLI 0.97 0.95 � TLI � 1 0.90 � TLI < 0.95 Cokluk et al. (2012)
RMSEA 0.067 .00 � RMSEA � 0.05 0.05 < RMSEA � 0.08 Hooper et al. (2008)
SRMR 0.0332 .00 � SRMR � 0.05 0.05 < SRMR � 0.10 Cokluk et al. (2012)

Figure 2. Standardized solutions for generative AI acceptance scale.

Table 3. Reliability coefficients of generative AI acceptance scale.

Sub-dimensions Cronbach’s alpha Test–retest

Performance expectancy .96 .93
Social influence .96 .94
Effort expectancy .96 .92
Facilitating conditions .87 .91
Generative AI acceptance scale .97 .95
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and above. This finding shows that reliability of scale is 
high.

4.3. Item analysis

The outcomes of the item analysis, featuring adjusted item- 
total correlations, are detailed in Table 4. The purpose of 
these correlations was to assess how effectively the scale 
items could discriminate and predict the overall score. A 
comparison was conducted between upper 27% and lower 
27% of participants to examine differential performance of 
items across these groups. This analysis helps to determine 
extent to which individual items contribute to differentiating 
between participants with high and low scores on the scale.

Table 4 reveals that significant t-values were observed for 
all items when comparing the upper and lower 27% of stu-
dents in each dimension. Specifically, for the performance 
expectancy, the t-values were −21.087 and −22.237, while 
they were −22.148 and −24.304 for the social influence 
dimension. The effort expectancy dimension yielded t-values 
of −17.804 and −21.254, while facilitating conditions 
showed t-values of −15.406 and −20.763. The comparison 
between the upper and lower groups for the significant t- 
values indicates discriminative power of items (Buyukozturk, 
2010).

Results presented in Table 4 indicate that item-total cor-
relations vary across dimensions of scale. Specifically, the 
correlations range from 0.750 to 0.829 for the performance 
expectancy dimension. For the social influence dimension, 
the correlations range from 0.705 to 0.767. The effort 
expectancy dimension shows correlations ranging from 
0.746 to 0.802, while the facilitating conditions dimension 
demonstrates correlations ranging from 0.647 to 0.780. 
According to the interpretation of item-total correlations, 
values of 0.30 and above indicate sufficient discriminative 
power (Buyukozturk, 2010). It is noteworthy that all items 

in the scale meet this requirement, confirming their discrim-
inative power.

4.4. Correlations between subdimensions

Table 5 presents analysis findings conducted to explore rela-
tionship between sub-dimensions of scale.

Table 5 reveals that correlations among sub-dimensions 
of scale range from 0.550 to 0.768 and are statistically sig-
nificant at the 0.01 level.

4.5. Interpreting the scores of generative AI acceptance 
scale

The generative AI acceptance scale is a 20-item one with 
responses of participants in five levels from “strongly dis-
agree” to “strongly agree” (Appendix 1). The total scores 
obtained from the scale range from 20 to 100. Higher scores 
indicate greater acceptance of generative AI among students.

5. Discussion and conclusions

The interest in the utilization of generative AI across diverse 
domains has witnessed rapid growth, with novel applications 
being introduced to users on a daily basis. The effective 
integration of generative AI within the field of education 
offers substantial opportunities. However, a fundamental 
prerequisite for harnessing the potential benefits of this 
technology is the acceptance of generative AI by its users 
(Sezer & Yilmaz, 2019). Consequently, in order to fully cap-
italize on the advantages offered by generative AI, students 
must demonstrate acceptance toward its adoption. The pre-
sent study aimed to develop a generative AI acceptance scale 
specifically designed for evaluating students’ acceptance of 
generative AI applications within an educational context. 

Table 4. Scale item analysis results.

Item no. Cronbach’s alpha if item deleted Corrected item-total correlation Mean SD t

Performance expectancy
Item 1 0.966 0.813 4.0289 .92339 −21.087�

Item 2 0.967 0.791 3.8793 .94159 −21.105�

Item 3 0.966 0.829 4.0918 .90337 −22.237�

Item 4 0.967 0.750 3.8639 .97596 −21.460�

Item 5 0.966 0.821 4.0952 .88395 −22.110�

Item 6 0.967 0.780 3.9830 .93742 −21.706�

Item 7 0.966 0.810 3.9983 .93484 −22.017�

Social influence
Item 16 0.967 0.750 3.5425 1.06352 −24.304�

Item 17 0.967 0.745 3.5408 1.03105 −23.440�

Item 18 0.967 0.767 3.5816 1.02031 −23.775�

Item 19 0.967 0.725 3.5476 1.06330 −22.842�

Item 20 0.968 0.705 3.5884 1.07820 −22.148�

Effort expectancy
Item 8 0.967 0.746 4.0204 .95535 −17.804�

Item 9 0.966 0.802 4.0782 .88562 −19.712�

Item 10 0.967 0.782 4.0442 .90319 −19.909�

Item 11 0.967 0.785 4.0238 .89449 −21.162�

Item 12 0.967 0.781 3.9983 .90710 −21.254�

Facilitating conditions
Item 13 0.967 0.780 3.9507 .91511 −20.763�

Item 14 0.968 0.647 3.8163 .99587 −15.406�

Item 15 0.967 0.763 3.9201 .96906 −19.280�

�p < 0.01.
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The scale was developed based on the established UTAUT 
model. Extensive literature review indicates that the UTAUT 
model has been widely employed in numerous studies inves-
tigating the acceptance of diverse technologies (Chang et al., 
2022; Raffaghelli et al., 2022; Toh et al., 2023). Recognized 
for its robustness and comprehensive nature, the UTAUT 
model elucidates acceptance and utilization of technology 
(Venkatesh et al., 2012). Thus, choice of this model as con-
ceptual framework for this current research aims to bridge 
the research gap and formulate a generative AI acceptance 
scale.

The present research adhered to standard procedures and 
protocols in the development of the measurement scale. 
Both CFA and EFA were employed to assess the construct 
validity. EFA yielded a four-factor structure comprising 20 
items, explaining 78.349% of total variance. The CFA was 
employed to assess measurement model’s accuracy, and fit 
indices indicated an acceptable fit for the construct. All 
items exhibited factor loadings exceeding the cutoff criterion 
of 0.30, further supporting the construct validity established 
through CFA. Internal consistency of the scale was assessed 
using Cronbach’s alpha, which yielded a value of 0.97. 
Additionally, test–retest reliability was evaluated to ascertain 
the scale’s stability, resulting in a coefficient of 0.95. 
Reliability coefficients of 0.70 or higher are deemed satisfac-
tory according to the literature (Fornell & Larcker, 1981), 
thus affirming the high reliability of developed instrument. 
Item analysis, utilizing corrected item-total correlations, was 
employed to assess the predictive and discriminative power 
of the scale items. Comparisons were made between upper 
and lower quintiles of students. This study’s findings indi-
cated that all items possessed discriminative power. 
Consequently, the instrument proves to be a valid and reli-
able scale for evaluating students’ intention to adopt genera-
tive AI.

It is imperative to acknowledge the existence of limita-
tions in this study. A systematic and step-by-step approach 
was utilized to conduct validity and reliability testing of 
scale, whereas generalizability of findings is subject to some 
limitations that need to be addressed in future studies. The 
participants in this research consisted of university students 
from all class levels at various faculties of a state university. 
To enhance external validity of results, future investigations 
could involve participants from different universities. In 
future research, the acceptance status of different generative 
AI tools by students can be examined comparatively. This 
research reflects the results of students at a university in 
Turkey. Therefore, there is another limitation due to the 
country-specific nature of the dataset (Jang et al., 2022). 
Cultural variations may constrain the generalization of the 

study’s outcomes. To reveal and understand cross-cultural 
differences, future research could incorporate cross-cultural 
studies. One of the important points in generative AI is 
related to ethical production and use. Students’ acceptance 
status can be examined in the context of ethical production 
and use. The effect of individual differences on students’ 
acceptance of generative AI can be examined. Again, in fur-
ther research, it can be investigated whether the use of gen-
erative AI tools will cause privacy concerns in students. In 
Park’s (2021) research that AI can affect users’ perceptions 
of privacy, and that the fear of being monitored can be 
reflected in individual psychology, institutional behaviors, 
and policy principles. Since research was ran on university 
students in Turkey, data collection tool was developed in 
Turkish and the final version was translated into English. In 
future studies, the reliability of the English translation of the 
scale can be examined on students in English-speaking 
countries. In the study, students’ acceptance behaviors were 
examined in the context of performance expectancy, effort 
expectancy, facilitating conditions, and social influence fac-
tors. In future research, effects of variables such as genera-
tive AI tool type, individual differences of users on 
performance expectancy, effort expectancy, facilitating con-
ditions, and social influence can be investigated.
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Factor No. Item (English) Madde (T€urkçe)
(1) Strongly  

disagree
(2)  

Disagree
(3) Neither agree  

or disagree
(4)  

Agree
(5) Strongly  

agree

Performance  
expectancy

1 I find generative AI applications 
useful in my daily life.

€Uretken yapay zeka uygulamalarını 
g€unl€uk hayatımda faydalı 
bulurum.

2 The use of generative AI 
applications increase my 
chances of achieving the 
things that are important 
to me.

€Uretken yapay zeka uygulamalarının 
kullanımı benim için €onemli olan 
şeyleri başarma şansımı artırır.

3 Generative AI applications help 
me get things done faster.

€Uretken yapay zeka uygulamaları 
işleri daha hızlı bitirmeme 
yardımcı olur.

4 Using generative AI applications 
increase my productivity.

€Uretken yapay zeka uygulamalarının 
kullanımı benim €uretkenli�gimi 
arttırır.

5 The use of generative AI 
applications make my life 
easier.

€Uretken yapay zeka uygulamalarının 
kullanımı hayatımı kolaylaştırır.

6 Generative AI applications are 
useful for my daily life.

€Uretken yapay zeka uygulamaları 
g€unl€uk yaşamamım için 
kullanışlıdır.

7 The use of generative AI 
applications increase my 
chances of solving the 
problems I face.

€Uretken yapay zeka uygulamalarının 
kullanımı karşıma çıkan 
problemleri ç€ozme şansımı artırır.

Effort expectancy 8 Learning how to use generative 
AI applications is easy for me.

€Uretken yapay zeka uygulamalarını 
kullanmayı €o�grenmek benim için 
kolaydır.

9 I think it is easy to leverage 
generative AI applications.

€Uretken yapay zeka 
uygulamalarından yararlanmanın 
kolay oldu�gunu d€uş€un€uyorum.

10 Generative AI applications are 
easy to use.

€Uretken yapay zeka uygulamalarını 
kullanmak kolaydır.

11 It is easy for me to become 
skilled in using generative AI 
applications.

€Uretken yapay zeka uygulamalarını 
kullanma konusunda beceri sahibi 
olmak benim için kolaydır.

12 My interaction with generative AI 
applications is clear and 
understandable.

€Uretken yapay zeka uygulamaları ile 
etkileşimim açık ve anlaşılırdır.

Facilitating  
conditions

13 Generative AI applications are 
compatible with other 
technologies I use.

€Uretken yapay zeka uygulamaları 
kullandı�gım di�ger teknolojilerle 
uyumludur.

14 I can get help from others when 
I have difficulties in using 
generative AI applications.

€Uretken yapay zeka uygulamalarının 
kullanımında zorluk yaşadı�gımda 
başkalarından yardım alabilirim.

15 If I experience any problems 
while using generative AI 
applications, I can access the 
necessary information for a 
solution.

€Uretken yapay zeka uygulamalarını 
kullanırken herhangi bir sorun 
yaşarsam ç€oz€ume y€onelik gerekli 
bilgilere ulaşabilirim.

Social influence 16 People important to me think I 
should use generative AI 
applications.

Benim için €onemli insanlar €uretken 
yapay zeka uygulamalarını 
kullanmam gerekti�gini d€uş€un€uyor.

17 The people I model my behavior 
on think I should use 
generative AI applications.

Davranışlarımda model aldı�gım 
kişiler €uretken yapay zeka 
uygulamalarını kullanmam 
gerekti�gini d€uş€un€uyor.

18 People whose opinions I value 
prefer me to use generative AI 
applications.

D€uş€uncelerine de�ger verdi�gim kişiler 
€uretken yapay zeka 
uygulamalarını kullanmamı tercih 
ediyorlar.

19 People who are important to me 
are using generative AI 
applications.

Benim için €onemli insanlar €uretken 
yapay zeka uygulamalarını 
kullanıyor.

20 People who are important to me 
encourage the use of 
generative AI applications.

Benim için €onemli insanlar €uretken 
yapay zeka uygulamalarını 
kullanmamı teşvik ediyor.

If the acceptance of any generative AI application is to be examined, the name of the generative AI application can be written instead of "Generative AI applica-
tions" in the scale items.

Appendix 1. Generative Artificial Intelligence Acceptance Scale
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